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Digital racism

P a m e l a  M .  H o n g  a n d  F a b i o  G .  R o j a s

IntroductIon

Racism is a common, if regrettable, feature 
of everyday life on the Digital Age. Every 
day, social media platforms, such as Facebook 
and Twitter, filter millions of racist com-
ments from their streams (Warner and 
Hirschberg, 2012). Websites such as 4chan 
have become places where anti-Black and 
anti-Semitic content can be found (Glaser 
et al., 2002). Digital communities for white 
nationalists, like Stormfront, have attracted 
thousands of followers (Daniels, 2009). 
Journalists will periodically write about how 
law enforcement officers participate in pri-
vate Facebook groups that allow them to 
express racist views (Associated Press 2021; 
Carless 2019).

These examples raise important ques-
tions about racial conflict in modern soci-
ety. What role do digital technologies, such 
as social media and the World Wide Web, 
have in hosting or amplifying racial antago-
nism? Addressing this question, we review a 

growing scholarly literature that documents 
and assesses the presence of racism in digital 
environments. Our review focuses four dis-
tinct processes that occur: expression and dif-
fusion of racist ideas, antagonistic behaviours 
such as cyber bullying, the establishment of 
online racist communities and the use of digi-
tal resources for real-life racist action.

First, racist opinions and attitudes are 
expressed and diffused in virtual media such 
as social media posts, email and websites. 
Racially antagonistic texts can be posted to 
public fora such as Reddit threads, Twitter 
feeds, Facebook groups and other cyber-
spaces that allow these messages to be pub-
licly viewable without restriction. Second, 
we examine literature that analyses antago-
nistic behaviours such as trolling, bullying 
and other forms of harassment. Racist texts 
can diffuse throughout online networks as 
other users ‘retweet’ or repost them. Third, 
we review scholarship on the organisation of 
racist attitudes and behaviours in digital plat-
forms – that is, we look at racism as a set of 
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ideas that can sustain a community. Lastly, 
we look at the transition from the online 
world to the physical world – how online rac-
ist actors and their ideologies can mobilise 
these attitudes into actual behaviors.

the concept of race and racIsm

Here, we define this chapter’s basic terms 
and concepts. Racism is usually defined by 
scholars as discriminatory and prejudicial 
behaviours and expressions, as well as 
ingrained ideologies, rooted in the structure 
of social hierarchies that derived from social 
categories of race (Bonilla-Silva, 1997; 
Feagin and Elias, 2013; Omi and Winant, 
2015). Racism stems from a power dynamic 
between an advantageous racial group impli-
cating subordination towards a disadvan-
taged racial group (Clair and Denis, 2015). 
Racism is therefore inherently exclusionary 
and a function of dominance. In discussions 
of racism, scholars tend to make a distinction 
between 1) explicit forms of racism found in 
unobservable situations such as with hate 
speech and racial slurs, and 2) covert racism, 
such as the implicit bias often found in work-
place or hiring practices, racism in medical 
practices or other concealed forms of disad-
vantages that minority groups experience 
(Ortiz, 2020). Racism negatively shapes life 
chances and circumstances among groups of 
people – namely, minorities – who hold less 
power (Doane, 2006; Solomos, 1996).

Social scientists tend to understand racial 
categories as a social construction rather than 
a stable or tangible biological or physical 
category (Andreasen, 2000; Hartigan, 2008; 
Morning, 2007, 2014; Omi and Winant, 
2015). Biological arguments about race 
are often offered by genomic social scien-
tists who find genetic strains in the human 
genome that serve to confirm ancestral traces 
and ‘clinal classes’ that reaffirm racial cat-
egories (Shiao et  al., 2012). Nonetheless, 

sociological theories often regard racial dis-
tinctions as a reflection of changing culture 
(Omi and Winant, 2015). The broad idea 
behind this theoretical framework is that there 
is no biological evidence that traces racial 
distinctions, and that ideological categories 
of race are manipulated in the context of 
social relationships in order to achieve social 
distinction or confirm social categorisation –  
like othering outgroups and developing a 
sense of community with ingroups (Fields, 
1990; Omi and Winant 1993). Roberts (2011) 
argues that race is a political grouping: ‘race 
is very real as a political grouping of human 
beings and has actual consequences for peo-
ple’s health, wealth, social status, reputation, 
and opportunities in life’ (p. 5). In this line of 
thought, race has no common genetic thread 
that allows us to distinguish people as any-
thing other than the human race. The idea that 
phenotypical appearance is used to segregate 
groups of people into ‘racial’ categories is a 
political move – this move is precisely the 
way in which inequality can be perpetuated 
and how life chances are different for distinct 
racial groups (Roberts, 2011).

The way that racial categories are expressed 
in our social world affects how we interact 
and show affect towards different groups of 
people (Omi and Winant, 2015). In other 
words, how we unconsciously categorise 
those we interact with into racial groups have 
real meaning and consequences to the differ-
ent ways we operate in daily life. Through 
these racial distinctions, we see resulting atti-
tudes and behaviours that encompass racism. 
Contemporary scholarship sees racism as a 
structural phenomenon (Bonilla-Silva, 1997; 
Ray, 2019) rather than an individual pathol-
ogy or an explicit ideological system of racial 
antagonism formed in individual interaction 
(Omi and Winant, 2015). In a seminal state-
ment, Bonilla-Silva (1997) defines racism 
through social systems that

refers to societies in which economic, political, 
social, and ideological levels are partially structured 
by the placement of actors in racial categories or 
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races [and] […] the placement of people in racial 
categories involves some form of hierarchy that 
produce definite social relations between the 
races. (p. 469)

Through this framework, racism is recog-
nised as a phenomenon in which dominance 
and subjugation make up the organisation 
of racialised groups having advantages and 
disadvantages, while also fixing for inter-
sectional effects, such as class and gender. 
Doane (2003) extends racism’s hierarchi-
cal effect to include legitimising the inher-
ent meaning of the inequalities – therefore 
explaining acts of exclusion, discrimination 
and exploitation. Importantly, racism can 
take the form of implicit behaviours of dis-
crimination, microaggressions, veiled preju-
dice, and the like (Clair and Denis, 2015; 
Sniderman et al., 1991). We argue that racism 
is the content, while hate speech and expres-
sion is the means of transmitting these ideas 
online. Acts of racism are not only distin-
guished by overt and covert forms of racism, 
but also differentiated by when these acts 
happen in our physical world and in our new 
age virtual world.

onlIne racIsm

Although much of the literature on racism 
serves to understand racism in the real-
world1 dimension, the expression of online 
racist attitudes is more nuanced and requires 
different frameworks to understand the ways 
that racism spreads. Bonilla-Silva (2017) 
discusses the proliferation of a new kind of 
racism in the post-Civil Rights era dubbed 
‘colorblind racism’. Colorblind racism refers 
to the covert forms of racism that on the sur-
face level do not appear racist (e.g., opposing 
affirmative action, the All Lives Matter 
movement), yet perpetuate inequality based 
on racism while feigning neutrality to race-
based motivations. Ortiz (2020) argues that 
while overt racism is observed less in every-
day interactions, even despite the resurgence 

of overt racism after Trump’s 2016 election 
win for presidency (and the subsequent visi-
bility of racists in ‘Trumpamerica’), overt 
racism is rampant in online spaces.

To clarify, online hate is not a novel form 
of social interaction; rather, it is a novel 
extension of racism in a way that racialised 
expressions and behaviours online are ampli-
fications of offline racism. The online space 
is a tool used, and a place for, the further 
enactment of racialised harm to online com-
munities of users (De Kosnik, 2020; Faulkner 
and Bliuc, 2018). As such, the origin and 
location of internet users (i.e., historical con-
text) is heavily intertwined with the result-
ing affect and behaviours of online racism 
that is observed. Factors such as colonialism, 
racial climate, war and atrocities all provide 
important contextual grounding to examining 
behaviours and expressions of racism online, 
although they are beyond the scope of this 
general review of digital phenomenon.

Nonetheless, digital platforms hold incred-
ible importance to social interaction in the 
twenty-first century, as technologies and 
databases are now more socialised through 
networks of users with speed, breadth and 
depth (Lupton, 2015). Interactions online 
are also subject to inequalities that pervade 
real-life situations (Durrheim et  al., 2015; 
Kang, 2000). As stated earlier, racist ideolo-
gies in online spaces function in a different 
framework from that depicted by the social 
‘rules’ or norms in our face-to-face reali-
ties. However, how racism is perpetuated in 
the real-world dimension is both extended 
and expanded online. Virtual spaces are cre-
ated by people, and thus algorithms repro-
duce prejudices of those who create these 
algorithms and provide algorithms with data 
(Noble, 2018). For example, Noble (2018) 
points to Google’s algorithms frontloading 
racial stereotypes when searching for con-
tent relating to minority groups – the inter-
face predominantly centres white norms 
and whiteness in conjunction with prejudic-
ing marginalised people. Algorithms in the 
criminal justice sector produced racialised 
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results that bias predictive policing technolo-
gies based on the skewedness of the data fed 
into these predictive models (Kleinberg et al., 
2018; O’Donnell, 2019).

Online racism is manifested on a wide 
spectrum – from the more explicit cyberhate 
(Douglas et al., 2005) all the way to instances 
of online microaggressions (Clark et  al., 
2011). Bliuc et  al. (2018) synthesise a dec-
ade of literature to dissect online racism with 
individual racist actors and then how racist 
groups use online networks for racist propa-
gation. There are differences between iso-
lated actors and racist groups – namely, that 
individuals perpetuate racial attitudes and 
behaviours as acts (e.g., microaggressions, 
racist remarks), whereas groups attempt to 
create subcultures and a sense of identity 
through online racial hate (Bliuc et al., 2018). 
Nonetheless, racial formation processes in 
technological spaces must centre the inequal-
ity structures that exists in our non-technical 
world, as research argues that racism trans-
fers from physical space to the online space 
(Daniels, 2013).

Racist hierarchies and structures that exist 
online mirror our real-world inequalities 
(Bonilla-Silva, 1997), showing how the inter-
net reproduces racial bias seen in the offline 
world through algorithms and online inter-
faces (Jackson, 2018; Noble, 2018; Sandvig 
et al., 2016). For example, searching ‘Black 
on white crime’ on Google brings up white 
supremacist propaganda and stories that can 
be perceived as confirming the criminal-
ity of Black people, yet no immediate links 
to research done by professors, anti-racist 
groups and other scientific sources are at the 
forefront (Noble, 2018). Algorithms work in 
a ‘black box’ that largely refrains us from 
knowing what exactly factors into machine 
learning when it calculates task or results 
(Sandvig et al., 2016). Additionally, because 
people are the ones creating these algorithm-
teaching machines what to look for, how to 
look for them, what to produce when pre-
sented with specific information, it’s clear 
that an individual’s or group’s inherent bias 

contributes to the product of algorithms 
(Noble, 2018). As a result, racial political 
structures continue to govern inequality hier-
archies in cyberspace (Kang, 2000). How 
racist attitudes and beliefs are mirrored, but 
also extended and expressed through online 
pages and social media’s reaches is the focal 
point of the arguments and general frame-
work to be laid out in the following section.

expressIons of racIst  
opInIons onlIne

Online spaces are frequently conduits for 
racist expression of opinions (Bliuc et  al. 
2018; Durrheim et  al., 2015; Gray, 2014) 
particularly because of their disconnected 
nature from face-to-face expression. While 
racism is mirrored onto online spaces from 
the offline world, anonymity can extend the 
ways that racism is present in cyberspace 
because it is relatively low-cost and low-risk 
to present an unconventional attitude through 
an invisible user (Sandvig et al., 2016). Users 
online can dissociate from their real ascribed 
identities and hide behind anonymity and 
invisibility through online accounts (Suler, 
2014). Through this mechanism, racism is 
‘unmasked’ and is allowed to proliferate 
(Eschmann, 2020). One limitation of this 
unmasking effect is the lack of clarity as to 
who is behind this mask. Stephens-
Davidowitz (2017) shows that while expres-
sions in the form of online searches or other 
digitally traced behaviours can be measured, 
little is clearly known about the person 
behind the computer who is doing the act.

Racism can be expressed quite blatantly 
in public social media sites such as Twitter, 
Reddit and Facebook because these plat-
forms vary in how they administer policies 
on racial hate speech and site administrators 
inconsistent apply regulations (Matamoros-
Fernandez, 2017). Not surprisingly, the 
attempts to control racist speech has trig-
gered a debate about what is considered 
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‘free speech’ and what can be considered 
‘hate speech’, and the delineation separating 
the two is unclear (Congressional Research 
Service, 2019). These social media sites are 
often careful about who they regulate and 
what they censor, because it depends on how 
the expression in question relates to a clear 
case of hate speech rather than an expression 
of individual opinion (McNair, 2017).

Matamoros-Fernandez and Farkas (2021) 
conducted an analysis of published research 
on hate speech and racism on social media 
and found that Twitter was the most often 
studied platform for racist expression. There 
are an estimated up to 10,000 tweets that 
contain a racial or ethnic slur per day – 1 in 
every 15,000 tweets (Bartlett et  al., 2014). 
Facebook and Reddit and YouTube com-
ments also house racist speech (Matamoros-
Fernandez and Farkas, 2021). Chaudhry 
(2015) assesses communities on Twitter that 
use racist speech by following racial hashtags 
(the use of the ‘#’ symbol), using geo-tagged 
tweets to locate where racist posts are cen-
tralised, and even simply using a word search 
to measure the occurrence of racial slurs with 
common keywords.

Racist expressions can be found in the con-
text of online discussion forums. A popular 
online forum, Reddit, experienced the rise of 
hate speech within their more compartmen-
talised threads (‘subreddits’) so much so that 
they removed several subreddits in 2015 in 
an attempt to curtail offensive and inflam-
matory discussions (Chandrasekharan et al., 
2017). Nonetheless, Chandrasekharan et  al. 
(2017) explored Reddit and found that hate 
speech still appears in other, less overt sub-
reddits, regardless of the ban on the isolated 
hate threads, although it worked to subvert 
the behaviour somewhat. Steinfeldt et  al. 
(2010) measured racist attitudes towards 
Native Americans within online forums and 
found patterns of overt expressions of dis-
crimination and hatred (such as stereotypes 
and Native American slurs). These trends can 
explain the processes surrounding expres-
sions of racial hate such that we can study 

reasons that individuals gravitate to specific 
platforms and continue to express racist atti-
tudes and beliefs. The openness, anonymity 
and the ability for other racists to be sur-
rounded by and validated by like-minded rac-
ists online allows the proliferation of racial 
hate to pervade social media spaces (Glaser 
et al., 2002). Racists and white supremacist 
actors depend on a community where they 
feel that their beliefs are shared and under-
stood, and it is within this need that online 
spaces can reach a wider population and con-
nect racists with others like them (Ezekiel, 
1995; Melican and Dixon, 2008).

Overt racism is more explicitly seen and 
measured in online communication, but more 
covert forms of racism can appear. These 
masked expressions are not outright racially 
violent, but still add to the hostile digital envi-
ronment (Georgiou, 2020). Bonilla-Silva’s 
(2017) colorblind racism framework helps to 
understand these more indirect racist expres-
sion. Colorblind racist remarks are masked 
as thoughts and beliefs that do not regard 
race, yet have themes of racism ingrained in 
the meaning behind the expression (Bonilla-
Silva, 2017). For example, civilians believing 
that overpoliced minority neighbourhoods 
are appropriate because these communi-
ties commit more crime is colorblind rac-
ism – prejudice stemming from ingrained 
and oblivious racial bias. Tynes and Markoe 
(2010) find that individuals who believed in 
a more colorblind racism ideology – namely, 
that racial appropriation practices are not 
inherently racist – were less likely to call 
out racist remarks online and were more 
likely to be unbothered by racial discrimi-
nation in online spaces. Individuals justify 
their expression of racist opinions by veiling 
it as exercising freedom of speech and char-
acterising their opinions as political in con-
text, not racial (White and Crandall 2017). In 
this digital age, what is classified as racist in 
online platforms is more unrecognisable than 
in previous eras (Georgiou, 2020), partly due 
to the deniability of racism in a post-Civil 
Rights society and also due to colourblind 
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racism – in other words, how subversive rac-
ist expressions online is more subtly racist 
than overt forms of the racial content.

Eschmann (2020) argues that while col-
ourblind racism is more prominent in face-
to-face interactions such as unconscious bias 
or subtle microaggressions, online platforms’ 
removal of the identity of the perpetrator 
making the racist remarks opens the door 
for more direct racial language and discrimi-
natory comments. This removed empathy 
allows users to be more racially charged and 
vocal about their explicit racial opinions on 
issues surrounding a racial group or a racially 
charged event (Coffey and Woolworth, 2004). 
The online social media space is no stran-
ger to racism, sexism and, more generally, 
expressions labelled as online hate, due to the 
rise of social media platforms with unregu-
lated and open access spaces like 4chan, bul-
letin board system sites and platforms that use 
thread designation such as ‘r/’ or known rac-
ist community hashtags (e.g., #ProudBoys, 
#whitepower, #GamerGate) (Shepherd et al., 
2015). Lack of personal accountability and 
the interconnective potential for online actors 
shape the presence and growth of racism 
online. Once racist expressions are typed and 
sent out in the open, these remarks make up 
what scholars term as hate speech or trolling, 
and these behaviours have consequences for 
the victims of the racial hate.

racIst BehavIours onlIne

There is a fine line between the expression of 
racist attitudes and behaviours that occur 
online. In this section, racist behaviours are 
defined as more intentional internet behav-
iours that are associated with a theme of 
racial discrimination and racial hate, such as 
cyberbullying, trolling and replies or requoted 
tweets in the context of Twitter – namely, the 
active engagement with racialised behav-
iours rather than the passive consumption of 
it. Studies that have examined how racist 

speech proliferates in online spaces use chat 
rooms, live interactions, such as in video 
gaming, and interfaces where users can com-
ment and reply without much regulation or 
barriers to what they can say (Daniels, 2009; 
Ortiz, 2020). Social scientists often study this 
phenomenon through interviewing those who 
fall victim to cyberhate. Through interviews, 
they examine under what conditions racial 
hate appears in interactions and how victims 
cope with verbal or linguistic abuse, and 
what strategies they use to survive in a racist 
space.

Internet trolling – a behaviour specific 
to the online world in which a user actively 
provokes other users into arguments or ver-
bal fights on hot button issues and topics – 
emerged in the twenty-first century as the 
internet revolution took place (James and 
Jansen, 2002). Trolling began as an antago-
nistic behaviour for the enjoyment of a gen-
eral audience, much like a practical joke 
where children set off an uptight adult; but 
during the 2010s, trolling has taken a more 
serious meaning where instigators are pro-
voking in more harmful and vitriolic ways 
(Bishop, 2014). This disconnect between 
what trolling was versus what it has devel-
oped into now – racism masked as dismissi-
ble rough play – has downplayed the very 
real effects of a new form of cyberbully-
ing which is marked by racism and sexism 
(Mantilla, 2013). Furthermore, the structural 
set-up of computer-mediated communication 
(CMC) spaces such as forums or threads in 
which people can respond to each other’s 
posts make cyber trolling more effective and 
rampant through the lack of empathic bar-
rier between users, as well as regulations that 
police these online antagonistic interactions 
(Herring et al., 2002).

A study by Criss et al. (2020) reveals the 
echo-chamber effect of Twitter that is char-
acteristic of similar interactive social media 
sites, where users are more likely to post 
racially charged and offensive viewpoints 
based on both anonymity and how simi-
larly opinionated users serve as supportive 
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agitators to racist remarks made. The reaf-
firming and cyclical effect of racism amidst a 
largely deindividualised experience is widely 
researched by scholars exploring the prolif-
eration of racism in digital spaces (Ezekiel, 
1995; Keum and Miller, 2018; Suler, 2004). 
Researchers have also found that former 
President Donald Trump and other political 
topics were discussed in connection with 
racist comments on Twitter (Criss et  al., 
2020). Undoubtedly, the demeanour of 
Trump on Twitter created a shift in the dis-
course of politics online into a much more 
uncivil and antagonistic, and often racially 
charged with virulent hate, as other users that 
align with his politics surfaced (Ott, 2017). 
Racialised behaviours in cyberspace thrive 
on example and community, in which other 
similar users reaffirm the social acceptability 
of both overt and implicit racist expression 
and behaviours.

Furthermore, racial prejudice also exists 
online in the form of discrimination in inter-
actions like dating sites and in chat rooms 
(Callander et al., 2016; Glaser et al., 2002). 
In these spaces, a more interpersonal style of 
interaction is susceptible to targeting users by 
their race and other marginalised aspects of 
their identities. Specifically in men-seeking-
men interactions on online dating software, 
experiences of racism range from subtle to 
harmful, explicit forms of racial and sex-
ual discrimination (Callander et  al., 2016). 
Discrimination based on the intersection of 
racial or ethnic identity, gender and sexual 
orientation is frequently discussed in real- 
world interactions (Bany et al., 2014; Fisman 
et al., 2007) where Asian men score lower on 
dating desirability (Kao et al., 2018), while in 
different contexts, white men are more highly 
desired than other racial groups like Black 
men or Latino men (Han, 2007).

Racial preferences breed racial discrimi-
nation for those who are disadvantaged by 
sexual preferences and this transfers to online 
dating spaces (Bedi, 2015; Feliciano et  al., 
2009) – namely, online spaces reproduce the 
racial hierarchy stemming from whiteness 

that is omnipresent in our physical social 
structures (Bonilla-Silva, 1997; Mason, 
2016). Because dating sites ask for racial cat-
egory and often depend on profile pictures of 
users to assist who connects with who, racial 
stereotypes and discrimination in dating we 
see in the non-digital space can also trans-
fer to – and is exacerbated in – virtual, more 
impersonal spaces (Bedi, 2015). Chat rooms 
further mimic spaces that are conducive to 
meeting other users, often with romantic or 
sexual motives, but sometimes with the intent 
to connect with same-race others, which cre-
ates opportunities for racialised discrimina-
tory behaviours towards marginalised users 
(Tynes et al., 2004).

Racialised behaviours are more rampant 
in online settings where unregulated speech 
is allowed to take place (Roberts, 2019). An 
additional effect coming from the lack of 
racial speech regulation is the affirmation of 
racialised behaviours and stances by users 
through actions like sharing, ‘quote retweet-
ing’, or reposting (Stieglitz and Dang-Xuan, 
2013). Twitter sees frequent racist comments 
and discourse – Twitter users often reply to 
one another – with a high use of racial slurs 
that are almost casual in nature (i.e., in nor-
mal dialogue when summarising one’s day or 
experiences) (Bartlett et al., 2014; Chaudry, 
2015). Racial discrimination sent in the form 
of a tweet can be liked and reshared to one’s 
own Twitter feed and Twitter followers, in 
which the thread functions as a traceable and 
selective list of opinions that further validate 
the original racialised behaviour (Ott, 2017). 
Users can also link to other sites, include 
pictures and videos, and other impulsive 
content to further push racialised discourse 
in vitriolic and devaluing tones (Ott, 2017). 
Without regulated social order in online 
spaces, especially with the user’s detach-
ment of social norms, racist behaviours are 
amplified on social media platforms (Criss 
et  al., 2020; Suler, 2004), leading to the 
attraction of similarly racist users to come 
together in ways they had not been able to 
before the internet.
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socIal organIsatIons of  
onlIne racIsm

Organised racism refers to how racist hate 
groups actively discriminate a targeted group 
of people based on their racial or ethnic iden-
tity (Blee, 2002). The presence of racist 
groups on the internet in 1985, such as white 
supremacist groups and anti-Semitic groups, 
and ever increasing since then, began with 
racist actors in chat rooms and other online 
groups but has now spread to threads, social 
media, the creation of cloaked websites and 
other organised web presence such as 
Facebook groups (Glaser et al., 2002; Kessler, 
1999). The US Anti-Defamation League 
released a report in 1985 to detail the pres-
ence of right-wing extremist groups in online 
spaces as they began utilising technology 
(Anti-Defamation League, 1985). Groups 
like the Ku Klux Klan (KKK), Aryan hate 
groups, anti-Semitic groups, and the like are 
detailed as hate groups that began adapting 
technological tools (Anti-Defamation 
League, 1985).

Since then, hate groups have made their 
presence apparent online. One of the first 
extremist hate websites was Stormfront.org 
and was created in 1995 by Don Black, a 
prominent KKK leader (Daniels, 2009). 
Other leaders of hate groups, such as neo-
Nazi groups, have utilised this new online 
frontier to set up their own webpages to 
both recruit and spread their group’s ide-
ologies (Phillips, 2016). Racist and white 
supremacist groups are now able to organ-
ise with others who are farther away geo-
graphically due to the reach that the internet 
has provided to its users – people no longer 
have to be in the same city, state or coun-
try (Gerstenfeld et al., 2003). The internet is 
commonly cited as a powerful tool used by 
racist groups to organise, recruit and share 
their content to a wide population of users 
who are either like-minded or susceptible to 
the information presented (Meddaugh and 
Kay, 2009).

As early as 1995, extremist websites 
were created to spread awareness for white 
supremacist ideologies, such as Stormfront.
org (Daniels, 2009). These sites have the sole 
purpose of ardently pushing for white suprem-
acist literature by linking other extremist 
sites and create a larger more interconnected 
web of cyberhate groups (Gerstenfeld et al., 
2003). Often, websites operated by white 
supremacist groups are overt in their appear-
ance and mission statement, which attracts 
other white supremacists who are open, if 
not proud, about their racial beliefs (Daniels, 
2009; Scrivens and Amarasingam, 2020) – 
namely, the opinions on extremists’ websites 
advocate for both racial violence and social 
competition between groups of differing 
races (Douglas et al., 2005).

Cloaked websites – i.e., web pages that 
have the appearance of a more mainstream 
and non-racist site yet have hidden political 
agendas or undertones of cyber racism – are 
one medium in which racist groups spread 
(mis)information in a concealed and indirect 
way to a susceptible audience (Daniels, 2009). 
Cloaked websites are not specific to white 
supremacist organisations, but most have ele-
ments of racial hate or other forms of discrim-
ination based on sex or religion (Woolf and 
Hulsizer, 2004). Both cloaked websites and 
extremist group webpages attract their audi-
ences with emotionally charged framing that 
feigns authenticity, while purporting mes-
sages ridden with racism and hate. For exam-
ple, one website contained the stance that 
‘The White race is under threat of extinction 
in the United States’ to mask white suprema-
cist ideals under a legitimising tactic used as 
a falsified call to action (Douglas et al., 2005; 
McDonald, 1999). Affirming the intercon-
nectedness of white supremacy organiations 
online, many extremist websites hyperlink 
other similar websites within their own web-
pages (Gerstenfeld et  al., 2003). With the 
internet, creating a network of racist groups 
is as easy as hosting a link on a website that 
can lead to an external page, increasing the 
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reachability of racist content exponentially 
(Hargittai, 2004).

According to The Hate Directory (Franklin, 
2010), hate groups are not only present in the 
United States context of post-slavery and 
civil rights strife, but also cross nationally in 
locations in South America, Europe, Canada 
and South Africa (Woolf and Hulsizer, 2004). 
Gerstenfeld et  al. (2003) used a dataset of 
racial hate pages to describe the categories 
and origins of cyberhate activity, and the con-
tent analysis of 157 extremist websites con-
tained 15 sites that were internationally based 
(e.g. white nationalist website and organisa-
tion from Britain). The researchers found that 
a majority of extremist sites appealed to other 
racist users with symbols (e.g., swastikas, 
crosses), cited other white supremacist works 
in the form of books or linking to other exter-
nal websites, and framed their racist message 
in a covert manner (i.e., ‘claiming that the 
group was not racist or did not hate anyone’; 
Gerstenfeld et al., 2003: 35).

Social media sites also encourage the 
organisation of racist users into public or pri-
vate groups. Facebook groups are a feature of 
the social media sites that extremist groups use 
to further their political agendas and recruit 
more users who subscribe to the far-right ide-
ology (Anti-Defamation League, 2016; Klein 
and Muis, 2019). Much like the façade of a 
cloaked website, racism pervades in mislead-
ing Facebook groups – a method of using 
online functionality to instigate more racial-
ised hate, called ‘platform antagonism’ – that 
incites violence and extreme ideologies from 
a disingenuous origin (Farkas et  al., 2018). 
A survey study with Australian participants 
found most of their encounters of racist hate 
speech were on Facebook (about 40 per cent), 
followed by online comment threads and 
Youtube (Jakubowicz et al., 2017). Because 
Facebook recently developed a systematic 
yet computer-automated system of remov-
ing hate speech in violation of constitutional 
and online rights, how racism is organised in 
Facebook groups is now more concealed and 
less overtly abrasive than before (Siapera and 

Viejo-Otero, 2021). Facebook racist groups 
utilise a variety of tactics to appeal to their 
audience, perhaps recruit others, and incite 
an emotional or angry reaction from its fol-
lowing; Canadian Facebook groups with 
racial hatred objectives attack their targeted 
outgroup (e.g., Islamic people) and share 
other multimedia content (e.g., videos with 
racist content) to further spread their message 
of racism to users who follow them (Scrivens 
and Amarasingam, 2020).

how onlIne platforms spur 
racIst actIons

Lastly, the use of cyberspace to connect 
racist actors together by mutually subscribed 
white supremacist or racist ideologies ulti-
mately leads to action in the real world, in the 
form of organised racist events, deeper sub-
scription to the racist and white supremacist 
ideologies, and for more hatred towards the 
intended outgroup, among other racist out-
comes (Bliuc et  al., 2018; Scott and Street, 
2000). Notably, some acts of sharing content 
online can be observed as real action, a form 
of online activism (van Zoonen et al., 2010). 
The internet is a tool to connect racist actors 
to each other, but the endgame is to organise 
in the physical world and push forward racist 
political agendas (Levin, 2002). Direct, 
causal links between online racist organisa-
tions and racist social movement events in 
the real world are sparse (McGarty et  al., 
2011). However, research examining the 
ways that racist content produced online 
have a high association with not only insti-
gating real-world activism, but also the 
strength of the pro-racist activism, can pro-
vide insight into why racist ideals ultimately 
lead to racist action (Ekman 2018; Scott and 
Street 2000).

The Alt-Right Unite the Right rally in 
Charlottesville, VA in 2017 culminated 
through connecting and planning via social 
media channels (Klein, 2019). The most 
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recent large-scale example of the visibility 
of hate and vitriol online, leading to a real-
world event, is the 6 January 2021 Capitol 
Hill insurrection where Trump support-
ers, QAnon conspiracy believers, far-right 
extremists and other right-wing activists 
stormed the Capitol building in an act of 
defiance towards the 2020 election results, 
and, more fundamentally, racial tension 
(Sardarizadeh and Lussenhop, 2021). This is 
speculated to have been inspired by former 
President Trump’s tweets days or perhaps 
months before the siege (Sherman, 2021). 
Previous far-right online activism also illus-
trates the efficacy of online mediums to incite 
activism efforts. In an analysis of right-wing 
extremist YouTube videos, Ekman (2014) 
concludes that racist groups use video medi-
ums to push propaganda pointing to why their 
target racial groups present as threats to pub-
lic order, but also more importantly threats 
to the domination and resources afforded to 
their audience demographics. After the Twin 
Towers attack on 9/11, anti-Muslim fringe 
groups used online media dissemination to 
spread racially charged emotional language, 
serving to widen their networks and recruit 
others to subscribe to Islamic hate sentiment 
and ideals (Bail, 2015). These examples of 
rhetoric serve to influence other racist users 
and viewers to strengthen their beliefs in the 
hateful messages, such as the content seen 
through clips (police arresting activists, poli-
tician soundbites or other highly emotional 
propaganda media) in order to elicit more 
right-wing radicalised responses (Ekman, 
2014).

Because social movement mobilisation 
depends on opportunistic attention (Tarrow, 
1994), such as publicity assisted by media, 
as well as recruitment and outreach through 
the internet, racist groups frequently uti-
lise online social media as a dissemination 
tool. The stigma of racial hate given to these 
extremist groups ward off their potential to 
be picked up by national or mainstream news 
outlets, so in order to bypass media gatekeep-
ers, racist organisations mobilise on public 

platforms in covert ways (Ekman, 2018). In 
this way, white nationalist groups are able 
to proliferate more so than before the wide-
spread reach of cyberspace; whereas racist 
groups were monitored by mainstream pub-
lic opinion that racism has no place in soci-
ety, the unregulated and anonymised mode 
of internet recruitment and activism presents 
a back door channel for racialised action to 
occur (Back, 2002).

Racist activism online is seen as a form 
of action, despite not happening in a face-
to-face mode (Jakubowicz et  al., 2017). 
Aims of in-person protests or any general 
collective action event is to spread aware-
ness and recruit individuals into the ideolo-
gies and goal of the organisation; this can be 
achieved in online activism as well, as users 
can move towards hate speech and ignore 
efforts in antiracism awareness (Daniels, 
2009; McGonagle, 2012). Simply observing 
the prevalence of hateful racial content online 
in the form of racist tweets on Twitter may 
provide us with insights into how hate crimes 
like the Woolwich attack against Muslims in 
the UK can happen through a slow build-up 
of anti-Muslim rhetoric online, leading to 
harmful offline action (Awan, 2014).

Social media’s role in social movement 
success in mobilisation is well understood 
(Back et  al., 1996; Cammaerts, 2012), and 
this extends to even pro-racist organising, 
although with different, more concealed aims 
than anti-racism activism (Glaser et al., 2002; 
Siapera and Viejo-Otero, 2021). Collective 
action undertaken by racist actors are now 
more widespread and frequent, due in part 
to the reachability and agency that online 
spaces have allowed (Levin, 2002). Actions 
online versus offline may denote two differ-
ent forms of action, yet are one and the same 
when we talk about activism efforts in sup-
port of a societal cause – in this situation, the 
propagation of racist ideals and rhetoric.

In sum, racism proliferating on online 
platforms contribute to a rise of racist expres-
sion, beliefs, online groups of racists, rac-
ist webpages and resources that appear, and 
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the more general spread of cyberhate (Bliuc 
et  al., 2018; Daniels, 2013; Jakubowicz, 
2017). However, the direct linkages between 
online hate rhetoric to offline hate crimes 
are complex. Social movement literature 
best theorises how clusters of users who are 
linked by online racial hate speech leads to 
participation in racist activism (Harlow and 
Harp, 2010; McCaughey and Ayers, 2003), 
but a firm causal mechanism is difficult to 
conclude. Despite this, the empirical wealth 
of online content in monitoring how racist 
groups express their opinions, act on their 
beliefs and organise in their community can 
inform the final step of how racist ideals are 
able to turn into racist action.

how racIsm and socIal medIa 
platforms Intersect

This review has focused on identifying major 
themes in extant scholarship on racism in the 
Digital Age. What is the general theory of 
digital racism implied by this body of work? 
We suggest that the emergent theory should 
focus on the escalation of racist voices, sys-
temic pushback aiming to control racist con-
tent, and the ability of online platforms to 
operate as a safe space for such groups. First, 
this scholarship rejects the view that digital 
platforms either ‘level the playing field’ or in 
some sense neutralise the inequality between 
racial and ethnic minorities and the rest of 
society (Matamoros-Fernandez, 2017; Noble, 
2018). To the contrary, most of the evidence 
reviewed here suggests that racism and racist 
groups have an amplified presence on social 
media platforms (Daniels, 2009). Anonymity 
encourages people to express racist senti-
ments (Glaser et  al., 2002; Suler, 2014). 
Social media platforms amplify certain 
voices who already have influence and can 
skilfully generate emotional response, which 
often includes racially charged texts (Jansen 
and James, 2002).

Instead, social media platforms appear to 
extend the reach of those with racist beliefs 
and it allows racist organisations to cre-
ate websites that reach thousands, perhaps 
millions of people (Daniels, 2013). Social 
media platforms have allowed groups that 
might have been obscure and disconnected 
from the rest of society in previous eras to 
have a disproportionate, more advantageous 
reach (Back, 2002). And again, social media 
disconnection of users’ identities, lead-
ing to anonymity, encourages inflammatory 
posting. These observations lead to a basic 
description of digital racism. When viewed 
as a system of interconnected digital plat-
forms, the internet becomes more racist with 
increasing levels of anonymity and lower lev-
els of content control (Farkas et al., 2018).

At the same time, there are social and eco-
nomic pressures from activists, politicians 
and the public to control such content. Service 
providers and social media firms experience 
pressure from users, investors, advertisers 
and even political actors to regulate their 
content for racist speech and misinforma-
tion (Rochefort, 2020). Even though debates 
about whether the content in question teeters 
between the line of opinions covered under 
free speech and outright false or violent con-
tent, social media companies are responsible 
for mitigating harm by enforcing community 
guidelines towards racist online behaviours. 
It is for this reason that social media firms 
have employees and algorithms that filter, 
or censor, content that violates their rules. 
Reddit was one such firm, which increased 
its regulation of content (Chandrasekharan 
et al., 2017). Later, Twitter began enforcing 
bans against users that management believed 
was breaking its rules (Savov, 2021). Even 
platforms that emphasise a commitment to 
unregulated content, like 4chan, have, on 
occasion, needed to expel or ban boards and 
topics (4chan, 2021). This suggests a second 
principle: the internet will have different fora, 
or zones, that vary in their ability to regu-
late racist speech or actions. Due to social 
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pressures, digital providers will enact rules 
and regulations to discourage these activities.

An important caveat to include here is the 
cross-national context of racism’s prolifera-
tion online, and what historical conditions 
have allowed this distinct brand of racism to 
develop. For example, the United States’ race 
relations are largely defined by the historical 
atrocities of slavery that still carry repercus-
sions to this day (Du Bois, 1948), and the 
UK’s own histories of war and Eurocentric 
ideals adds a different context to the racial-
ised society overseas (Thomas, 2004). The 
breadth of country-specific race relations is 
wide and nuanced. This chapter reviews gen-
eralities about racism online functioning dif-
ferently in cross-national contexts, but when 
narrowed down to a specific location, online 
racism can take on different scope conditions 
and unique results.

A third idea that emerges from this review 
is the notion that digital platforms can act 
as launching pads, or incubators, of racist 
groups, just as they do for any other social 
movement (Cammaerts, 2012). It is worth 
asking how offline political actions are made 
possible, or facilitated, by the types of digi-
tal spaces discussed in this chapter. There 
has been some evidence that this does occur. 
Recently, a mob of Trump followers stormed 
the US Capitol on 6 January 2021 and many 
of the rioters were long-time participators in 
various online white supremacist or racist 
communities like QAnon (Sardarizadeh and 
Lussenhop, 2021). Similarly, participants in 
the 2017 Charlottesville rallies were often 
mobilised through online ‘alt.right’ websites 
(Klein, 2019). It remains to be seen if this pro-
cess reflects an idiosyncratic fringe element 
of American politics, or if this is the begin-
ning of a larger trend where openly racist pol-
iticians start their careers in online fora before 
moving to street protest or electoral contests.

Normatively, one might ask what policies 
are suggested by this research. It helps to 
appreciate the limits of direct intervention. As 
a vast decentralised ecosystem of domains, 
it would likely be impossible for any single 

entity, government agency or private firm 
to completely eliminate organised racism or 
racism expressions online. As Edwards et al. 
(2021) conclude, social media content polic-
ing rests on the onus of both the individual’s 
self-regulation and the online regulatory 
bodies, such as content oversight managers 
and the social media platforms themselves. 
Automated social media regulation of hate 
speech is a difficult task due to the imper-
fect nature of machine learning algorithms to 
clearly dictate what is racist speech and what 
is an exercise of freedom of speech (Edwards 
et  al., 2021). Still, we are seeing signs that 
some strategies appear to mitigate or control 
the worst actions (Fagnoni, 2019). 4chan has, 
in some cases, banned problematic users, 
who have had to migrate to more obscure 
sites like 8chan (Greenemeier, 2018). At the 
larger sites, like Twitter and Facebook, there 
are more comprehensive efforts to filter con-
tent and ban users (Siapera and Viejo-Otero, 
2021). Some scholars have argued that the 
algorithms that match people on social media 
platforms or produce searches are biased 
because of the programming behind them 
or the data that users provide (Sandvig et al. 
2016). The racial biases that emerge from 
such technologies are not stable nor are they 
immutable. They can be analysed, changed 
and potentially altered. Thus, in the future, it 
may be possible to ‘correct’ or adjust the way 
that algorithms do their work.

conclusIon

As digital technologies evolve, so will racism. 
Future research can explore how racist groups 
adapt themselves to the ever-changing digital 
environment. One question that can be asked 
concerns the location of racist sentiment and 
racist groupings. When new technologies 
emerge and established platforms institute 
rules limiting content, do racists groups 
‘leave town’ and plant themselves in less 
regulated environments? Or is it possible that 
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racist groups ‘dig deep’ and use existing 
technologies in novel ways to sustain their 
mobilisation within older platforms?

Another question relates to the effect of 
social media usage and personal well-being. 
Several studies have presented evidence that 
excessive use of social media may be detri-
mental, especially if the person is exposed 
to cyberbullying (Farrington and Ttofi, 
2009; Kowalski et al., 2012). How does the 
well-being of social media users change 
when they participate in spaces that have 
less racist content? As social media plat-
forms institute more content regulations, 
one might hypothesise that users will be less 
exposed to stress and therefore have better 
mental health.

Finally, one might ask how society, collec-
tively, deals with online racism? The internet 
is a vast resource that is incredibly valuable. 
The proliferation of racist content and sites 
is something that diminishes the internet’s 
economic and social value (Ostrom, 2015). 
How can researchers measure the collec-
tive effort to recast the internet as a more 
hospitable environment? How successful 
will these efforts be? By answering these 
questions, sociologists can contribute to the 
ongoing discussion about the complex rela-
tionship between racial inequality and digital 
technologies.

Note

1  The term ‘real world’ is used interchangeable 
with ‘offline’, ‘physical world’, and ‘face-to-face’. 
Real-world racism and online racism are not sepa-
rate phenomena; rather, they are interlinked and 
only differentiated by the platform of diffusion. 
Although online, digital racism is still harmful in 
this medium and has offline consequences.
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